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Strong-field ionization is central to intense laser-matter interactions. However, standard ionization
measurements have been limited to extremely low density gas samples, ignoring potential high density
effects. Here, we measure strong-field ionization in atmospheric pressure range air, N2, and Ar over
14 decades of absolute yield, using mid-IR picosecond avalanche multiplication of single electrons. Our
results are consistent with theoretical rates for isolated atoms and molecules and quantify the ubiquitous
presence of ultralow concentration gas contaminants that can significantly affect laser-gas interactions.
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The unification of tunneling ionization and multiphoton
ionization (MPI) of atoms in intense laser fields by Keldysh
in 1965 [1] provided an analytic foundation for strong-field
laser physics [2–6], but measurements of the transition
from MPI to tunneling had to await later advances in short
pulse lasers [7–10]. This transition is characterized in
atomic units by the dimensionless Keldysh parameter
γ ¼ ð2χpÞ1=2ω=E0, where χp is the atom’s ionization
potential, E0 is the peak laser field, and ω is the laser
frequency. At moderate intensity I (γ ≫ 1, MPI regime),
the ionization yield Y is proportional to E2n

0 ð∝ InÞ, while at
higher intensities or longer wavelengths (γ < 1), the
transition to tunneling and barrier suppression ionization
[7,9] is characterized by Y ∝ Ip<n, where n is the integer
number of photons needed to exceed χp. These early
measurements were conducted in extremely low density
gases (typically ∼108–1012 cm−3) in order to prevent
ionization products interacting with background gas or
experiencing space charge effects in transit to high voltage
detectors [7,9,11]. However, many applications of strong-
field ionization, such as high harmonic generation [12] or
high intensity pulse propagation [13], occur at atomic
densities many orders of magnitude higher, where den-
sity-dependent ionization may be important.
Recent theoretical work, for example, suggests many-

body effects in high density gases leads to an additional
ionization channel which is important at lower laser
intensities: excitation-induced dephasing (EID) [14–17].
If “standard” isolated atom multiphoton or tunneling
ionization is viewed as the result of optical-field-induced
dephasing of bound state-continuum coherence, which
spoils the adiabatic following of the electron population
in the strong, highly detuned optical field, then at elevated
densities it was proposed that additional dephasing from
Coulomb interaction with electrons in nearby atoms
enhances ionization beyond the isolated atom process.

EID calculations [14] predict that the additional yield
scales nearly linearly with density and is proportional to
I2 (in strong contrast with In scaling for MPI), and is nearly
independent of target species and laser wavelength. Of
particular interest to our experiments, EID predicts yields Y
in the range 10−9–10−7 for 1 TW=cm2, λ ¼ 1–10 μm,
100 fs pulses in a variety of atmospheric pressure range
gases [14–17], with Y ∝ I2 until a transition to the isolated
atom rate at higher intensities. For example, for a
λ ¼ 1 μm, 100 fs pulse in hydrogen, Ref. [16] showed Y ∝
I2 up to Y ∼ 10−6 at I ∼ 20 TW=cm2, transitioning to MPI
yields (∝I10) of ∼10−5 at I ∼ 40 TW=cm2. While prior
ionization yield measurements at atmospheric pressure
[18,19] have shown reasonable agreement with isolated
atom rates, they were limited to Y > ∼10−5 for a λ ¼
800 nm driver, precluding investigation of EID ionization.
The potential effect of EID ionization is significant,

especially when its boost to plasma density would have a
commensurately larger effect on the refractive index
experienced by longer wavelength lasers. For example,
under conditions where standard ionization is negligible,
EID was invoked to explain a recent experiment observing
self-channeling of a λ ¼ 10.2 μm, ∼1 TW=cm2 peak
intensity CO2 laser pulse over 20 Rayleigh ranges in air
[20], a process requiring plasma generation to offset Kerr
self-focusing.
In this Letter, we use avalanche ionization driven by a

picosecond, mid-IR probe laser pulse to measure absolute
ionization yields over 14 decades (10−16–10−2) from
femtosecond near-IR and mid-IR pump pulse irradiation
of atmospheric pressure range air, nitrogen, and argon
(0.5–3 bar). This represents an unprecedented dynamic
range with a single setup, with a sensitivity achievable by
no other method we are aware of. In avalanche ionization,
free electrons (here initially generated by femtosecond
pump pulses) gain sufficient energy through probe-driven
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collisions until they ionize neutral atoms or molecules,
leading to an exponential growth factor eνit in the local
number of electrons, where νi is the effective collisional
ionization rate. Growth saturates due to depletion of neutral
molecules (for example, at 5% full single ionization of air,
electron density ∼1018 cm−3 and νi is reduced by 5%).
Figure 1 shows the experimental setup. The femtosecond

pump pulse, synchronized to the avalanche-driving probe,
was either in the near-IR (λ ¼ 1024 nm, 274� 10 fs) or in
the mid-IR (λ ¼ 3.9 μm, 85� 5 fs) and focused to peak
intensities of 1–100 TW=cm2, with intensity control pro-
vided by a wave plate and polarizer. Avalanche ionization
was driven by a positively chirped ∼10 mJ, 50 ps, λ ¼
3.9 μm probe pulse focused to intensities ∼1–1.5 TW=cm2

at a 1=e2 intensity radius (waist) of w0 ¼ 70 μm. The peak
probe intensity defines a breakdown volume inside of
which the intensity exceeds a threshold value leading to
detectable avalanches (see Supplemental Material [21]).
Crucially, the mid-IR avalanche driver eliminates driver-
supplied MPI electrons from the seed population [25,26].
All three pulses were derived from a 20 Hz chirped
pulse amplification (OPCPA) system [27], with details of
focal spot measurements, breakdown volume, and absolute
intensity uncertainty (∼� 10%) given in the Supplemental
Material [21].
For low yields up to ∼10−11, visible avalanche break-

downs are local to individual seed electrons, with radial
migration of avalanche-liberated electrons limited to
< ∼ 10 μm by electron and ambipolar diffusion during
the 50 ps probe pulse [26,28]. Thus, breakdowns are
isolated and were counted by imaging, with a 16-bit

low-noise CMOS camera, the overlap of the pump pulse
and probe breakdown volume [Fig. 1(a)] inside a sealed gas
cell filled with air, nitrogen, or argon passed through a
0.01 μm rating particulate filter. In this regime, the
occurrence of breakdowns is statistical, requiring multishot
averaging. In order to determine peak yield Y0 correspond-
ing to the peak intensity I0, we use N ¼R
V Y0½Iðr; zÞ=I0�mdV, where N is the average number of
counts measured, Iðr; zÞ is the spatially varying pump
intensity with peak value I0 over the probe breakdown
volume V, and the yield is observed to scale as Im. A
counterpropagating (θ ¼ 0°) pump-probe geometry maxi-
mized the overlap volume and, hence, sensitivity. As higher
pump intensity increased the number of seed electrons
beyond ∼10, individual breakdowns upstream interfered
with probe driving of downstream avalanches. Switching to
a perpendicular geometry (θ ¼ 90°) reduced the overlap
volume ∼100×, eliminating this propagation effect at
higher yield. While the small volume for θ ¼ 90° prevents
reliably imaging more than 1 breakdown per shot, counting
the incidence of no breakdowns allowed us to infer the
Poisson mean up to ∼4 breakdowns=shot, since a Poisson
distribution with mean value μ has a probability Pð0Þ ¼
1 − e−μ of observing no counts. With the pump blocked,
breakdowns occurred in ∼1 out of 100–1000 shots due to
probe-induced MPI of a contaminant (see below).
As the yield (and seed electron density) increases even

further, ≲10−10–10−2, adjacent incipient avalanche sites
become closer than the electron diffusion length and it is no
longer possible to resolve and count breakdowns. However,
the avalanche is now seeded by a well-defined local
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FIG. 1. Experimental setup. (a) Breakdown counting (I < 10 TW=cm2). A positively chirped, λ ¼ 3.6–4.2 μm, 50 ps mid-IR laser
probe pulse was focused into a gas cell to drive avalanche breakdowns seeded by electrons liberated by either a counterpropagating
(θ ¼ 0°) or a perpendicularly directed (θ ¼ 90°) pump pulse (274 fs, λ ¼ 1024 nm or 85 fs, λ ¼ 3.9 μm). The inset shows, for each
geometry, sample images of individually seeded breakdowns, collected by camera CMOS, and overlaid with pump pulse focal volume
(blue) and the probe pulse breakdown threshold volume (red). (b) Breakdown time advance (I > 10 TW=cm2). Pump-induced initial
plasma density and corresponding yield are determined from breakdown timing encoded in the backscatter spectrum of the chirped mid-
IR probe pulse. Backscatter is collected by spectrometer (Spec), with example incident and backscattered spectra and corresponding
timing shown. Here, breakdowns are observed directly above a ∼5 mm gas flow orifice.
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electron density such that one can measure a deterministic
avalanche time, τ ¼ lnðNef=Ne0Þ=νi, where Ne0 is the seed
electron density, νi is the electron density collisional
growth rate, and Nef is a final (detectable) electron density
[29,30]. By employing our previously demonstrated
chirped probe-backscatter breakdown timing method
[26], we measure the breakdown time advance Δtadv ¼
τdriver − τ, where τdriver ¼ 50 ps is the avalanche driver
duration and Δtadv corresponds to the reddest (earliest)
wavelength of the chirped probe pulse detectable in the
backscattered spectrum at a detection threshold Nef ∼
1018 cm−3. The spectrum is collected by a single shot
mid-IR spectrometer [26], with setup and example spectra
shown in Fig. 1(b). Wavelength-to-time correspondence of
the chirped driver was established using a cross-correlation
with the λ ¼ 1024 nm beam.
Figures 2–4 together show femtosecond pulse ionization

yields Y spanning 14 orders of magnitude. For lower peak
intensities of 0.6–10 TW=cm2, where yields are deter-
mined from counting individual breakdowns, Fig. 2 plots
Y1024 nm for air [Fig. 2(a)], a comparison of Y1024 nm for air,
N2, and Ar [Fig. 2(b)], and Y3.9 μm for air [Fig. 2(c)], all at
atmospheric pressure. Here, γ1024 nm > 3 and γ3.9 μm < 0.9,
in the MPI and tunneling regime, respectively. The corre-
sponding average breakdown counts per shot are shown on
separate scales. In Fig. 2(a), the curves for θ ¼ 0° and θ ¼
90° are horizontally offset owing to peak intensity uncer-
tainty of ∼� 10% (horizontal bars) in each geometry [21].

Theoretical isolated molecule yields were calculated using
a rate valid for arbitrary γ by properly treating the Coulomb
correction in the multiphoton limit γ ≫ 1 [2,6]. This
“standard” yield for air (80=20 N2=O2), using effective
potentials for N2 and O2 [10], is plotted as the yellow
curves in Figs. 2(a) and 2(c), with the curve in
Fig. 2(c) scaled up by 100×.
Best fits to the data points for all three gases give

Y1024 nm ∝ I5.5�0.3 (for I < ∼4 TW=cm2) and Y3.9 μm ∝
I12.1�0.8, with measured yields orders of magnitude greater
than standard theory. For air at I > ∼4 TW=cm2, the yield
dependence transitions to Y1024 nm ∝ I9.7�1.0, consistent
with the expected MPI scaling of I10 for oxygen, the most
readily ionized air constituent (χp ∼ 12.1 eV). The ∼2×
offset between experiment and theory in this range is
consistent with ∼10% experimental uncertainty in absolute
intensity [21] and the lack of species-specific atomic
structure in the theoretical rate [6]. The range of exponents
is determined by the 95% confidence interval for linear
fitting to data on a log-log scale.We note that in this plot, the
background level of counts from the mid-IR probe pulse
alone is∼10−3 for the low intensity pump points (for θ ¼ 0°)
and ∼10−2 for θ ¼ 90°, as discussed in Ref. [21].
These results strongly suggest that the ionization yield at

lower intensity originates from a contaminant common to
all three gases, whose purity is discussed in Ref. [21].
Further supporting the presence of a contaminant, when the
cell was filled with bottled, high purity air passed through a
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FIG. 2. Ionization yield measured in breakdown counting regime (I < 10 TW=cm2). (a) Breakdown counts and corresponding yields
Y1024 nm in θ ¼ 0° and θ ¼ 90° geometry. For I > ∼4 TW=cm2, Y1024 nm ∝ I9.7, consistent with MPI of oxygen (χp ∼ 12.1 eV) and for
I < ∼4 TW=cm2, Y1024 nm ∝ I5.5, consistent with MPI of a contaminant with χp ∼ 6eV. Error bars correspond to a Poissonian
95% confidence interval [31]. Horizontal bars on the 0° and 90° plots reflect absolute intensity uncertainty from switching between
geometries. The overlaid theory curve plots the yield based on standard N2 and O2 molecular ionization rates [6,10]. (b) Comparison of
Y1024 nm for atmospheric pressure air, N2, and Ar for I < ∼4 TW=cm2 (θ ¼ 0°), showing Y1024 nm ∝ I5.5 for all three gases. (c) Y3.9 μm
for atmospheric pressure air (θ ¼ 90°). The overlaid ionization theory curve for 80=20 N2=O2 is multiplied by 100. In panels (a) and (c),
saturated counts were inferred statistically from the incidence of no breakdowns occurring, as described in the text.
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Supelcarb part-per-billion level hydrocarbon trap, the
ionization yield dropped by a factor of ∼4, with the
intensity scaling remaining the same [21]. The gas cell
experiment was repeated for air pressures of 0.5–3 bar. At
all pressures, the yield scaling at lower intensity followed
Y1024 nm ∝ I5.5�0.3, consistent with the presence of the
contaminant. At higher intensity, the yield dependence
transitioned to the MPI scaling of oxygen, as in Fig. 2(a).
As shown in Fig. 3, fitting the yield scaling to the

standard isolated atom or molecule ionization rate [6]
suggests the contaminant species has an ionization poten-
tial χp ∼ 6 eV and an approximate concentration of
∼10−11–10−9. The≲2 TW=cm2 (red) points with Y3.9 μm ∝
I19�8 were obtained from counting breakdowns self-seeded
by the λ ¼ 3.9 μm probe and were normalized to short
pulse results as described in Ref. [21], and are also
consistent with MPI of a χp ∼ 6 eV contaminant. We note
that early MPI experiments indicated the presence of low
ionization potential contaminants in all laboratory gases;
these were considered to be the source for seed electrons in
air avalanche breakdown experiments [7,11]. However, the

concentration and yield of these seed sources could not be
quantified as in the present work.
Figure 4 covers the transition from MPI of air and N2 to

tunneling ionization, with 3 > γ1024 nm > 0.75. In this
regime, we used our breakdown time advance diagnostic.
Conversion from Δtadv to yield was calibrated by data from
the direct imaging measurements at∼6 TW=cm2 [Fig. 3(a)]
and previous absolute measurements of yield at
∼100 TW=cm2 [18], with direct interpolation between
the points assuming a constant growth rate for a flattop
probe pulse intensity, as explained in greater detail in
Ref. [21]. Measured yields and theory show agreement
within a factor of 10 over the full intensity range despite the
simplistic assumption of constant growth rate. Accounting
for the probe pulse temporal envelope and chirp-dependent
heating would bring the curves into even closer agreement
[21].We note that the growth rate, νi ¼ 0.55 ps−1, extracted
from this interpolation also applies to laser-air interactions
with a different wavelength but the same numerical value of
Iλ2, and can be used to benchmark simulations of high
intensity, picosecond laser-driven avalanche.
Our femtosecond pump ionization yield measurements

can be summarized as follows. At lower intensities (Figs. 2
and 3, < ∼ 4 TW=cm2), where the biggest relative con-
tributions from EID ionization are expected, pump wave-
length-dependent scaling of yield is consistent with
ionization of a low-level contaminant with χp ∼ 6 eV.
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Neither the wavelength-independent I2 scaling nor the
wavelength-insensitive absolute yield suggested by EID
is observed, and the yields are a factor of ~106 lower than
those predicted [15–17]. The source of disagreement is
unclear, calling for a reexamination of the theoretical work.
In the higher intensity range 4 < I < 10 TW=cm2 of
Fig. 2, the yield at λ ¼ 1024 nm transitions into MPI of
O2, while it is in the tunneling regime of the contaminant
for λ ¼ 3.9 μm. In Fig. 4, at higher intensities up to
100 TW=cm2 and the transition from MPI to tunneling,
the ionization yield is in good agreement with isolated atom
or molecule theory.
Wenote that avalanches seededby lowionizationpotential

contaminants could have a significant effect on long wave-
length infrared filamentation and be consistent with the
observations of self-channeling of λ ¼ 10.6 μm, terawatt-
level CO2 laser pulses [20] without the need for EID
ionization. Not only can a long-wave IR pulse easily ionize
the χp ∼ 6 eV contaminant, but the λ2 dependence of colli-
sional heating and free-electron polarizability [17,20,32]
renders such a pulse quite sensitive to the free electrons and
the subsequent avalanche it self-generates.
In conclusion, we have shown that avalanche breakdown

using picosecond mid-IR probe pulses is a sensitive diag-
nostic of extremely low electron densities—achieving an
unprecedented dynamic range of 14 orders of magnitude,
with picosecond and few micron resolution. We measure
ionization generated by femtosecond pump pulses in several
gases in the atmospheric pressure range and find that the
yield at lower laser intensities ∼1 TW=cm2 is consistent
withMPI of a ubiquitous parts-per-trillion contaminant, and
is not dependent on predicted many-body effects, while
yield at higher intensities (> ∼ 10 TW=cm2) is consistent
with MPI or tunneling ionization of isolated molecules. In
particular, our avalanche method enables measurement of
intermediate electron densities in a range (108–1013 cm−3)
inaccessible with other standard techniques without sacri-
ficing spatial or temporal resolution [33–37].
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