
Measurement of ultralow radiation-induced
charge densities using picosecond mid-IR
laser-induced breakdown
DANIEL WOODBURY, ROBERT M. SCHWARTZ, AND HOWARD M. MILCHBERG*
Institute for Research in Electronics and Applied Physics, University of Maryland, College Park, Maryland 20742, USA
*Corresponding author: milch@umd.edu

Received 27 March 2019; revised 11 May 2019; accepted 20 May 2019 (Doc. ID 363515); published 20 June 2019

We demonstrate that avalanche ionization breakdown of air with picosecond mid-infrared (mid-IR) laser pulses is an
exceptionally sensitive and quantitative probe of extremely low concentrations of charged species. By exponentially
increasing the electron density in the vicinity of a single seed atom or molecule to detectable levels, mid-IR electron
avalanche is an analogue of single photon detection in photomultiplier tubes and can be useful in a range of appli-
cations. We apply the technique to meter-scale standoff detection of a radioactive source, sensitive to extremely low
concentrations of radiation-induced negative ions down to ∼103 cm−3, limited only by background. By imaging the
location of spatially isolated avalanche breakdown sites, we directly measure these low densities and benchmark the
performance of standoff detection diagnostics. We discuss implementation of this radiation detection scheme at ranges
of 10–100 m and adapting the avalanche probe to detection of other low-density plasmas. © 2019 Optical Society of

America under the terms of the OSA Open Access Publishing Agreement
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1. INTRODUCTION

Assessing the presence of radioactive materials by directly
detecting their decay products at large standoff distances is
severely limited by geometric divergence and absorption in air.
While advanced versions of conventional gamma ray detectors
are able to identify and locate radioactive sources up to 100 m
[1–3], the R−2 decrease in gamma ray flux as source-detector dis-
tance R is increased, reduced further by gamma ray absorption,
leads to rapid falloff in counts beyond this distance. In addition,
these detectors are large and must move to multiple locations to
determine the source location. Most schemes for remote detection
of radiation therefore rely on probing the local environment near
the source, either by deploying remotely controlled or networked
sensors [4–8], or by detecting chemical markers of the source with
laser-induced-breakdown spectroscopy [9–11], THz spectroscopy
[12,13], Raman spectroscopy [14,15], multi- and hyperspectral
imaging [16], or Fourier transform infrared (IR) spectroscopy
[17]. However, these optical methods require an unobstructed
line-of-sight view of trace amounts of the radioactive substance
outside any shielding, and thus could be defeated by careful
source handling and cleaning of container surfaces.

Rather than relying on chemical traces of the source material
itself, several recent approaches aim to detect the elevated levels of
free electrons and negative ions in the air near a shielded radio-
active source using a laser-driven electron avalanche [18,19]. The
concentration of these radiation-induced charged species is far too
low for direct detection, with densities in the approximate ranges

∼10−2–101 cm−3 for electrons and ∼104–107 cm−3 for ions [20].
However, the use of laser-driven avalanche breakdown, which
starts from a single electron and exponentially increases the elec-
tron density to detectable levels, can be viewed as an analogue of
the detection of single photons by a photomultiplier tube.

Electron avalanche ionization is initiated when the seed
electrons are heated collisionally by intense electromagnetic
wave-driven elastic collisions with background neutrals, con-
verting coherent oscillatory electron motion into random veloc-
ities, or heating. Once electrons gain sufficient energy, they can
liberate additional electrons through inelastic ionizing collisions
with air molecules. If the laser-induced heating is sufficient to
overcome losses such as electron cooling, attachment, and diffu-
sion, the electron density will increase exponentially until it sat-
urates [21]. In the case of an avalanche-based detection scheme,
the initial free electrons are generated by the ionization of air by
decay products of radioactive sources.

The earliest detection concept based on avalanche ionization
envisioned the use of a mm-wave or THz source to drive the
breakdown seeded by free electrons in the vicinity of the radio-
active material [18], and was the subject of simulation work
[22–24] and a recent experiment [25]. Given the limited practi-
cality and availability of high-power mm-wave and THz sources,
other proposals and experiments examined the use of visible and
near-IR laser drivers, but this wavelength range is limited by the
deleterious competing effect of multiphoton ionization (MPI)
[26], which generates a population of free electrons early in

2334-2536/19/060811-10 Journal © 2019 Optical Society of America

Research Article Vol. 6, No. 6 / June 2019 / Optica 811

https://orcid.org/0000-0003-3704-0762
https://orcid.org/0000-0003-3704-0762
https://orcid.org/0000-0003-3704-0762
mailto:milch@umd.edu
mailto:milch@umd.edu
https://doi.org/10.1364/OA_License_v1
https://doi.org/10.1364/OPTICA.6.000811


the laser pulse that overwhelms the seed population induced by
the radioactive source.

Recently, we demonstrated that a 50 ps FWHM laser pulse in
the mid-IR wavelength range (λ � 3.9 μm, photon energy
∼0.3 eV) is exceptionally well suited as an avalanche driver for
radioactive source detection [21]. Free electrons, liberated by in-
teraction of source decay products with air, quickly attach to oxy-
gen to form O−

2 ions, with a bond energy of ∼0.45 eV, which
then forms the basis of subsequent air chemistry [19,20,27].
Early in the mid-IR pulse, the electrons are re-liberated by the
high rate of two-photon ionization of O−

2, and then seed a sub-
sequent avalanche. A variable initial density of O−

2 ions, deter-
mined by the activity and location of the radioactive source,
introduces a commensurate temporal shift in the onset of break-
down [21], defined in that work as the time when there is detect-
able attenuation of a co-propagating chirped, near-IR probe pulse.
Measurement of these breakdown shifts enabled estimates of O−

2

density and, in turn, the local radiation environment [21]. An
important point is that for a 50 ps laser driver and initial seed
densities < ∼1010 cm−3, avalanche breakdown sites seeded by
single seed charges remain isolated owing to very limited electron
diffusion during the pulse [21,28].

In this paper, we extend the mid-IR avalanche technique to
detect radiation at longer standoff distances, using a chirped
mid-IR pump pulse, and spectrally resolved backscatter detection
enabled by a single-shot, high-sensitivity mid-IR spectrometer.
Backscatter detection of the pump supplants the co-propagating
probe detection of our previous work [21]. Additionally, by im-
aging and counting individual breakdowns in the laser focal vol-
ume, we directly determine the density of negative ion seeds
(primarilyO−

2) down to ∼103 cm−3, limited by breakdowns likely
seeded by dust. These densities are well below those first esti-
mated in our previous paper. Directly counting breakdowns

allows absolute benchmarking of three diagnostics employed here
for remote detection. More generally, it enables measurement of
transient, ultralow electron densities far below those measurable
through other techniques such as microwave [29] or optical
probing [30], or plasma conductivity measurements [31].

The paper is organized as follows. In Section 2, we present the
performance of three standoff diagnostics of low levels of radio-
active source-induced air ionization, benchmarked by absolute
densities measured through direct imaging of breakdown plasmas.
In Section 3, we discuss our ability to measure the presence of a
single charge via the avalanche it seeds, and present numerical
simulations of the avalanche breakdowns. In Section 4, we discuss
scaling to longer standoff distances, as well as other applications
for measuring ultralow charge densities.

2. EXPERIMENTAL RESULTS AND DISCUSSION

A. Setup and Diagnostics

Experiments were performed with chirped, high-energy mid-IR
laser pulses (50 ps FWHM, super-Gaussian temporal profile,
15–35 mJ, λ � 3.6–4.2 μm, 20 Hz repetition rate, 4% pulse-
to-pulse energy fluctuations) [21,32], which were focused by a
1 m spherical mirror [see Fig. 1(a)] to a FWHM focal spot of
∼140 μm as measured by an InSb camera. We note that the beam
was focused at f ∕33 (3 cm beam focused with a 1 m mirror),
giving a Rayleigh range of ∼5 mm, but that aberrations on
the beam produced a focal spot larger than the ∼100 μm spot
expected for Gaussian focusing. The focal spot changed slightly
as pulse energy was increased, resulting in peak intensities ranging
from 1.5 to 3 × 1012 W∕cm2 (1.5–3 TW∕cm2). The pulses are
generated in an optical parametric chirped pulse amplifier
(OPCPA) system, which can produce ultrashort (87 fs) pulses,
but in the current experiment, we bypass the final grating

Fig. 1. Experimental setup. (a) A chirped, 50 ps (FWHM) λ � 3.6–4.2 μm laser pulse is focused by a 1 m focusing mirror, M2, to a focal spot near a
5 mCi Po-210 source emitting 5.3 MeV α-particles, driving electron avalanche. (b) O−

2 ions formed in the vicinity of the α-source provide seed electrons
for the avalanche, with total negative ion concentration versus distance from the α-source shown in the plot. (c) Backscattered mid-IR light is collected by
lens L1, located 1 m from the breakdown, into a home-built mid-IR imaging spectrometer, Spec1, with a sample backscatter spectrum and reference laser
spectrum shown. Visible plasma emission is collected by lens L2 onto an amplified silicon photodiode PD1. A notch filter rejected stray light from the
1064 nm OPCPA pump laser. (d) Plasma emission from the breakdown is also imaged onto camera CMOS1, with a sample image shown.
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compressor to maintain a 50 ps FWHM, positively chirped pulse.
The laser-driven avalanches were monitored by three “field”
diagnostics that one might use in a practical radioactive source
detection scenario, plus a benchmark diagnostic used to under-
stand the behavior of the field diagnostics. The field diagnostics
are backscattered spectra of the chirped pump pulse, relative back-
scattered pump energy, and collection of the visible breakdown
plasma emission. The benchmark diagnostic is the direct imaging
of the full breakdown volume. All these measurements are
described in more detail below.

The focused pulses drive avalanche breakdowns at a 20 Hz
repetition rate in ambient air irradiated by a 5 mCi Po-210 spot
source emitting 5.3 MeV α-particles (NRD Nuclespot). The
distance between the source and the laser focus, d s−f , is varied
by translating the source on a rail. To prevent ions from a pre-
vious breakdown plasma seeding a successive avalanche, dry air is
flowed at ∼60 cm∕s across the focal region. The steady state neg-
ative ion density induced in air by the Po-210 source is measured
using a Gerdien condenser ion counter (AlphaLab), with a plot of
density versus distance from the source shown in Fig. 1(b). The
minimum distance of ∼1 cm is set by the ion counter geometry. A
mechanical shutter capable of blocking all α-particles is affixed to
the source for a portion of experimental runs to demonstrate
on–off responses to radioactivity. Pump light backscattered from
the breakdown plasma is collected at ∼f ∕80 at 12° from the laser
axis by a lens (L1) located 1 m from the plasma, and directed into
a single-shot mid-IR imaging spectrometer (Spec1) with a liquid
nitrogen cooled InSb camera (IRCameras IRC806) in its image
plane. This unique diagnostic is used to measure the avalanche
onset delay and the relative amount of backscattered mid-IR
pump energy. It is able to capture single-shot backscatter spectra
and is far more sensitive than spectrometers based on a PbSe array.
Examples of the incident positively chirped pump spectrum and
the spectrum backscattered from an avalanche breakdown are
shown in Fig. 1(c). Visible line and continuum emission
(300–1000 nm) from the breakdown plasma is collected at
f ∕18 at 16° from the laser axis by a lens (L2) located 90 cm away
from the plasma and focused onto an amplified Si photodiode
(PD1, Thorlabs PDA100A2). Images of the plasma emission
in the breakdown volume are also collected at 90° from the laser
axis by a low noise CMOS camera (CMOS1, Thorlabs
Quantalux), with an example image shown in Fig. 1(d).

B. Avalanche Seed Formation, Detachment

As explained in [21], α-particles generate excess ionization, lead-
ing to the creation ofO−

2 ions and other radiation-induced species.
A simple model [20,21] suggests that total ion counts should be
∼108 cm−3 < ∼3 cm from the 5 mCi source and ∼104 cm−3 at
background conditions (see Supplement 1). With the Gerdien
condenser ion counter, we measure total negative ion densities
from ∼107 cm−3 down to ∼104 cm−3 moving 10 cm away from
the α-source, as shown in Fig. 1(b). With the α-source blocked,
the ion counter measures background ion densities
∼102–103 cm−3. We note that the ion counter cannot distinguish
among different species of negative ions, and it has a ∼1 cm wide
intake port fed by weak fan-driven air flow that will smear out any
ion density gradients present. As such, we use the ion counter
measurements as an estimate of the trends in total seed ion den-
sity; we argue below that the O−

2 ions are only a fraction of these
counts.

In the focal volume, O−
2 ions, with a binding energy of

0.45 eV, are detached early in the mid-IR pulse via two-photon
ionization [33], providing a seed source for subsequent electron
avalanches. Neutral atoms and molecules are not significantly ion-
ized by the mid-IR pulse; MPI of O2, which requires 38 photons
at λ � 3.9 μm, is an extremely low probability process [21]. The
more tightly bound negative ions produced through air chemistry
(NO−

3, NO−
2, O

−
3, O

− and OH−) [34,35], which have binding
energies of 1.5–4 eV [36], will also experience much lower rates
of photoionization early in the pulse, such that avalanches are
likely mainly seeded by O−

2. In contrast, our previous work using
a near-IR laser (λ � 0.8 μm) found that 8-photon MPI of neutral
O2 generated a seed density that overwhelmed that generated by
the radioactive source, making λ � 0.8 μm laser-driven
avalanches insensitive to the presence of the source [26].

C. Plasma Evolution and Detection

Once seed electrons are present in the laser focal volume,
avalanche breakdown can proceed only if the local laser intensity
exceeds a threshold above which electron attachment, diffusion,
and inelastic collision losses are overcome. A finite laser pulse du-
ration increases the effective threshold significantly beyond what
it would be for a CW beam, since the growth rate must increase in
order to drive a detectable breakdown before the end of the pulse.
In the limit of very short pulses, the breakdown threshold that
leads to a detectable breakdown is approximately
I b�TW∕cm2� ∼ 8 × 102∕Pτλ2, where P is the pressure (atm)
and τ is the pulse length (ps) [37], giving I th ≈ 1 TW∕cm2

for our conditions. Exposed to this intensity or greater, individual
free electrons initiate an avalanche that reaches a significant frac-
tion of the laser critical density (N cr � 7.2 × 1019 cm−3 at
λ � 3.9 μm) before the end of the pulse. Pump absorption
and plasma heating then dramatically increase, leading to in-
creased backscatter of the pump pulse and a strong, visible spark.

Breakdown timing is correlated with both peak intensity and
seed density. As the peak intensity increases, the volume where the
intensity exceeds the breakdown threshold increases, increasing
the probability that an electron will be liberated from an ion
and initiate an avalanche. As seed density increases, these liberated
electrons are more likely to occupy regions of high intensity, lead-
ing to a higher local temperature, an increased collisional ioniza-
tion rate, and a faster breakdown. Since the pump pulse is
positively chirped, providing a frequency-to-time map, the air
breakdown evolution is encoded in its backscatter spectrum.
We define the breakdown onset time by locating the longest
wavelength whose amplitude in the backscattered spectrum is
above the spectrometer detector’s noise floor. Backscatter from
a seed-initiated breakdown is detectable on the mid-IR spectrom-
eter when the local electron density reaches ∼1018 cm−3, based on
considerations of plasma size and detector sensitivity. The break-
down onset time is then converted to breakdown time advance,
defined to be the time interval between the onset time and the
end of the pulse. For details on the wavelength-time mapping,
detection threshold estimate, and spectrum data processing, see
Supplement 1.

D. On–Off Measurements

Avalanche breakdowns were detectable (signal-to-noise ratio,
SNR > 1) in backscatter diagnostics for peak intensities above
a threshold of ∼1.5 TW∕cm2, in agreement with the estimate
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above. We first show in Fig. 2 the effect of opening and closing
the radioactive source shutter. Plotted are the signals from our
breakdown diagnostics for 1000 consecutive laser shots, with
the shutter opening and closing every 50 shots. The laser focus
is 2 cm from the source, with the beam propagating perpendicular
to the source normal direction, as depicted in Fig. 1. Examining
the plots of pump backscattered spectra [bottom panels of
Fig. 2(a)], it is seen that as the peak laser intensity increases, earlier
breakdown is manifested as the appearance of redder portions of
the positively chirped pump spectrum. For a few shots at every
intensity (∼2%–3% of all shots in the experiment), a single, very
bright breakdown site (∼5 × brighter than other breakdowns, as
imaged by the CMOS1 camera) develops very early in the pulse
(25–40 ps time advance), likely due to random seeding by dust in
the focal volume, as explained further in Supplement 1. As inten-
sity is further increased to 3 TW∕cm2, breakdown occurs inter-
mittently in non-irradiated air (with shutter closed), due to
seeding by the background concentration of O−

2 ions, or by en-
hanced seeding from other ions, as discussed below. Comparing
the backscatter energy, plasma emission, and breakdown time ad-
vance signals on one plot, Fig. 2(b) shows the on–off response at
2.25 TW∕cm2, where each point is rescaled by subtracting the
median background (non-irradiated) response and then dividing
by the median irradiated response. The left scale is normalized
backscattered energy and breakdown plasma emission, and the
right scale is breakdown time advance. The plot is truncated
at 3× median values. We use the median rather than the mean
for rescaling to avoid skewing by the breakdowns seeded by dust.

The plot shows that the total backscattered mid-IR signal and
plasma emission exhibit more shot-to-shot variability (with stan-
dard deviations of 42% and 52% of the median value after
excluding high scatter points) than the breakdown time advance
(with a standard deviation of 21% of the median value).

Since the seed ion density 2 cm from the source is high enough
for a large number of breakdown sites in the threshold volume
(with some located at the highest intensity) such that the time
advance is expected to be constant shot to shot, the different
spreads in the three breakdown signals reflect their consistency
as diagnostics of the seed ion density. For integrated mid-IR back-
scatter, the increased variability stems from propagation through
randomly placed plasma sites: varying shot-to-shot backscatter in-
terference between multiple scattering points in the breakdown
volume, evident as fluctuating spectral fringes in the backscatter
spectrum. These shot-to-shot fluctuations are increased by fluc-
tuations in the shape and local density distribution of plasma.
Likewise, the relationship between laser energy and plasma heat-
ing (and plasma emission), already nonlinear in the case of a uni-
form plasma, is also subject to local propagation effects: large
shot-to-shot variations from scattering and refraction of the laser
pulse from local plasma non-uniformities. The observed time
advance, on the other hand, is largely decoupled from propaga-
tion in the vicinity of high-density plasma: it is determined only
by a single seed ion site near the region of highest intensity that
breaks down the earliest, with the spectral content associated with
that early backscatter unaffected by the interference and spectral
fringing from the later backscattering from avalanche sites located

Fig. 2. Real-time measurements of radiation with data collected at 10 Hz (rate limited by data acquisition speed). (a) Single-shot measurements of
plasma emission and mid-IR backscattered spectra from the laser focus 2 cm from the α-source, with a shutter blocking/unblocking the radiation every 50
shots. For each intensity, the visible plasma emission is shown on the top panel, while spectra are shown on the bottom panel. (b) All three diagnostic
signals plotted together for pump intensity of 2.25 TW∕cm2. For each data point, we subtract the median background (non-irradiated) signal and divide
by the median irradiated response in order to directly compare the variation of each diagnostic. In order to compare the data scatter for the three channels
on unblocked shots, the plot artificially reorders the shot numbers and squeezes 50 shots for each detection channel into adjacent ∼13 shot-wide intervals.

Research Article Vol. 6, No. 6 / June 2019 / Optica 814

https://doi.org/10.6084/m9.figshare.8156219


in regions of lower pump intensity, which begin sizeable backscat-
ter at later times.

E. Seed Ion Density Scan

To compare the behavior of our avalanche signals over a range of
radiation-induced seed densities, we scanned the α-source-laser
focus separation d s−f over 1–9 cm while keeping the intensity
fixed. Figures 3(a)–3(c) present the raw data from our three de-
tection channels for a peak laser intensity of 2.25 TW∕cm2, while
Fig. 3(d) plots the mean and standard deviation of the measure-
ments, again scaled between the maximum values of each
detection channel and background.

As seen in Fig. 3(d), while the decreasing responses of the three
detection channels are similar far from the source, near the source,
the response of the breakdown time advance channel is strikingly
different from the other two. The breakdown time advance is
roughly constant near the source because a seed ion is highly likely
to be present near the region of highest intensity. For d s−f beyond
∼3 cm, the time advance decreases and becomes more variable,
since only a few seed ions will be randomly distributed within the
focal volume. Far from the source (d s−f � 5–9 cm), most shots
do not record a breakdown advance (time advance � 0), but
those that do exhibit an advance that continues to decrease with
d s−f .

The backscattered pump energy and visible plasma emission,
on the other hand, start at low levels near the source and then rise
quickly to the peak near ∼3 cm, falling to lower levels beyond that
point. The lower levels of these signals near the source do not
reflect an actual decrease in seed ion density, but rather the effect
of pump laser scattering from multiple localized high-
density-breakdown plasmas, as discussed below.

F. Breakdown Imaging

Under all conditions of our experiments, breakdowns consisted of
discrete, countable avalanche sites. Individual seed ion locations
in the focal volume were directly counted by imaging plasma
emission from their associated avalanche sites (using camera

CMOS1, as shown in Fig. 1(d), which shows a sample image).
This enabled benchmarking of our three breakdown diagnostics
using absolute seed ion counts. Collected images were processed
to count breakdown sites and record the brightness of each one. A
summary is presented in Fig. 4, showing in panel (a) the mean
number of breakdown sites at each laser intensity and α-source-
laser focus separation, d s−f , averaged over 500 shots. Overlaid for
reference is the ion density curve from Fig. 1(b), rescaled for plot-
ting here. To calculate a seed density from these counts, we must
first find the volume for which the breakdown threshold is ex-
ceeded. For a Gaussian beam of peak intensity I exceeding a
breakdown threshold I th and focused to a spot radius w0, the total
volume for which I > I th is

V th �
π2

3

w4
0

λ

�
2

3
�5� Î�

ffiffiffiffiffiffiffiffiffiffi
Î − 1

p
− 4 tan−1

� ffiffiffiffiffiffiffiffiffiffi
Î − 1

p ��
, (1)

where Î � I∕I th [38]. Thus, the number of breakdown
sites � N iV th, where N i is the seed density, will increase with
seed ion density and/or intensity. The images bear out this trend,
as the average number of breakdown sites increases both as the
source is moved closer to the focal volume (higher ion density)
and as peak intensity is increased. At a given d s−f , (and
corresponding seed density), the breakdown count scales as
n ∝ V th�Î�. Fitting the measured breakdown counts (at
d s−f � 1 cm) to V th�Î�, using I th as a fitting parameter, gives
I th ∼1.1 TW∕cm2, a value in line with similar fits at other values
of d s−f up to 4 cm (which give I th � 0.9–1.3 TW∕cm2). This
lower breakdown threshold (compared to backscatter diagnostics)
is consistent with plasma imaging being able to detect much lower
plasma densities due to its higher collection efficiency.

Over the range of intensities in Fig. 4, the volume for which
I > I th is in the range V th 2.7 × 10−5 to 2.7 × 10−4 cm−3. This
gives a peak O−

2 ion density ranging from 2��2
−1 �105 cm−3 at

d s−f � 2.5 cm to ∼104 cm−3 at d s−f � 4 cm. Comparison with
the ion counter measurements, which peak at 107 cm−3 near the
source, shows that the seed ion count is only a fraction of the
number of negative ions detected by the Gerdien counter,

(c)

(a) (b)

(d)

Fig. 3. Single-shot measurements of (a) time advance, (b) plasma emission, and (c) total MIR backscatter for a pump intensity of 2.25 TW∕cm2 as the
distance from the α-source, d s−f , is scanned over 1–9 cm. 500 shots were taken at each position, with 2 mm increments up to 5 cm, and 1 cm increments
thereafter. The minimum d s−f of 1 cm is limited by the Po-210 source holder. (d) Mean values at each location, with error bars denoting the standard
deviation of data (calculated separately for values above and below the mean). As discussed later in the text, the suppression in plasma emission and total
backscatter is caused by scattering losses at high seed densities.
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although the seed ion density does track the total negative ion
density. This behavior is consistent with the weakly bound O−

2

ions being part of a complex air chemistry chain that ends in more
chemically stable terminal ions [34,35].

The plots of breakdown site counts versus d s−f in Fig. 4(a) show
a peak seed ion density near ∼2–2.2 cm. We identify this as the
location of the Bragg peak for 5.3 MeV α-particles in air, which is
consistent with continuous slowing down approximation (CSDA)
calculations of their stopping distances (∼3.5 cm) [39], but is lower
due to energy lost as α-particles leave the source material, and
their angular emission spreads from the source foil. At the
Bragg peak, α-particle energy deposition in air increases the par-
ticles near the end of their range. This results in a peak in ion
density near d s−f ∼2–2.2 cm followed by a rapid drop at longer
distances, which is borne out in all curves in Fig. 4(a). This feature
also agrees with the decrease in observed breakdown time advance
seen beyond 2.5 cm in Fig. 3(d), and in our previous work [21].
The absence, in the overlaid Gerdien ion counter curve in Fig. 4(a),
of a peak ion density near 2 cm, suggests that the ion counter
measurements were smeared out by air flow and the size of the
intake port.

Farther from the source (d s−f >5 cm), the number of break-
down sites in the focal volume plateaus, and problematically, the
seed ion densities calculated using V th are intensity dependent.
There are several factors contributing to this effect. First,
2%–3% of all shots show early breakdowns, likely seeded by dust,

which introduces a baseline average of ∼0.02 breakdown sites per
shot, as seen in the curve at 1.5 TW∕cm2. Dividing the remain-
ing four curves by the breakdown volume V th�Î� shows an in-
crease in the seed ion density as N i ∝ I 4–5. We speculate that
this increase is characteristic of MPI of other, more tightly bound
ions (NO−

3, NO−
2, O

−
3, OH− and O−, which require 13, 8, 7, 6

and 5 pump photons to ionize, respectively [36]), which result
from air chemistry evolution beginning with the O−

2 seed ions.
Since α-particles do not appreciably ionize air past their stopping
range of ∼3.5 cm, the ions present at d s−f >5 cm travel by air
flow or diffusion, which allows time for the evolution of these
additional ion species. Since these ions have a higher ionization
potential, they ionize later in the pulse, leading to sites of delayed
breakdown that are imaged by the camera but do not change the
time advance.

To assess the importance of propagation effects on our three
detection channels, we examined the laser energy absorbed at local
breakdown sites. We recorded the FWHM width of the brightest
breakdown site in each image, which, assuming saturation of the
local breakdown plasma density, correlates with the laser energy
absorbed by that plasma and its backscatter over the pulse. This
metric, averaged over 500 shots at each position, is shown in
Fig. 4(b), with each pixel value corresponding to ∼50 μm. It
is seen that for I > 1.9 TW∕cm2, the breakdown sites with great-
est heating are located near d s−f ∼ 3 cm. However, for
d s−f < 3 cm, the maximum plasma size (and heating) drops
abruptly and clamps at ∼5 pixels (250 μms), irrespective of in-
tensity. This behavior is not due to the reduced ion density before
the Bragg peak, since Fig. 4(a) shows that the ion density close to
the source (<2 cm) is still higher than beyond 3 cm, yet break-
down sites for d s−f > 3 cm are more strongly heated. The de-
crease in plasma size is less pronounced for the runs at
1.9 TW∕cm2, where the breakdown count in the focal volume
is ∼10, compared to 20–50 breakdowns at higher intensities. For
I � 1.5 TW∕cm2 on the other hand (breakdown count ∼1–2),
the peak heating occurs at the same position as the Bragg peak
(∼2 cm), consistent with the highest seed ion density giving
the highest probability of seed locations close to peak laser
intensity.

We infer from these results that scattering and refraction from
multiple plasma sites dominate our laser-driven avalanches at high
laser intensity and seed ion density. As the number of breakdown
sites increases, Mie scattering from plasmas upstream of the fo-
cused beam waist can reduce the intensity of the laser pulse, limit-
ing late time heating and growth of downstream breakdowns. A
simplistic model that overestimates this effect takes each ava-
lanche site as a plasma sphere of diameter 250 μm [based on
the clamped plasma size in Fig. 4(b)], which casts a shadow over
half the longitudinal extent of the breakdown volume (∼3 mm).
This predicts an occluded volume (shadow) per seed ion of
∼10−4 cm3. Hence, for seed ion densities > ∼ 104 cm−3, the
heated and expanding breakdown sites scatter the pump laser
enough to mutually limit their heating—hence the effective
clamping in plasma heating and growth observed at short distan-
ces in Fig. 3(b). Despite the simplicity of this model, this estimate
is within an order of magnitude of the measured seed ion con-
centration of ∼105 cm−3 at 3 cm, where these effects are impor-
tant. Since the plasma breakdowns affect pump propagation only
toward the end of the plasma evolution when the density and size
are high enough to induce significant scattering and refraction,

Fig. 4. Summary of data from CMOS camera images. (a) Mean num-
ber of individual breakdowns observed for a range of intensities as func-
tion of source distance, with 500 shots at each position. Figure 1(d)
shows a typical image from which breakdowns were counted. The ion
density measured with the Gerdien ion counter is overlaid with arbitrary
scaling for comparison. (b) Mean value of the widest peak extracted from
each shot (over 500 shots) for the same scan of intensity and source
distance. Each camera pixel corresponds to ∼50 μms, such that many
smaller breakdowns lead to detection on a single pixel.
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this effect should not affect the number of breakdown locations
plotted in Fig. 4(a), but does limit the late time heating, plasma
size, and subsequent laser backscatter and plasma emission. This
then explains the divergence in backscatter and plasma emission
signals versus the time advance signal in Fig. 3: time advance is
determined by breakdowns occurring sufficiently early enough
that propagation effects have not yet affected the signal, while
integrated backscatter and plasma emission sample the break-
downs through the full pulse, and so both are strongly affected
by propagation effects.

While a complete treatment of 3D optical propagation
through a time-dependent distribution of high-density plasma
scattering centers is beyond the scope of this work, we note that
prior work has often observed that scattering from laser-produced
plasma limits plasma heating and growth further downstream
[40,41]. In addition, carbon black suspensions that seeded local-
ized electron avalanche were observed to limit the laser intensity
through Mie scattering [42], consistent with our observation of
the clamping of plasma heating and growth near the α-source, as
plotted in Fig. 4(b).

3. THEORETICAL EXPLANATION AND
SIMULATIONS

A. Ionization Simulation Models

In the present experiment using 50 ps laser pulses, avalanche
breakdown sites seeded by individual ions are nearly stationary
and evolve entirely according to the local laser intensity.
Because electrons are liberated from seed ions very early in the
laser pulse [21], the theory presented here considers free electron
seeds only. After a time t , electrons in a tenuous plasma would
diffuse over a length scale l d � ffiffiffiffiffiffiffiffiffiffi

2Det
p

for an electron diffusion
coefficient De � kBT e∕mν, where ν is the electron-neutral colli-
sion rate, m is the electron mass, kB is Boltzmann’s constant, and
T e is the electron temperature. Using typical values from our
breakdown simulations (below) of kBT e ∼ 10 eV and ν ∼ 3 ×
1012 s−1 [20,43] gives l d∼3–8 μm for time delays t ∼
10–70 ps during the heating pulse envelope. This length is an
overestimate that applies to electrons very early in the breakdown
before they are restrained by local plasma electrostatic forces. The
small value of l d guarantees that individual breakdown sites
remain localized and stationary relative to the scale of the laser
focus, where the spot diameter and confocal parameter are 2w0 �
240 μm and 2z0 � 10 mm.

The above considerations restrict the type of ionization model
appropriate for our conditions. Zero-dimensional (0D) models—
ionization rate equations with no spatial dependence of ion or
electron densities—implicitly assume that these densities are uni-
form or smoothly varying [19,20]. Given an initial seed density,
such a model gives a specific avalanche onset time; the model is
deterministic and predicts a specific reduction in the number of
generations of electron growth needed to reach saturation
[19,20,25]. However, 0D models begin to be appropriate only
at sufficiently large initial seed ion densities—an estimate of
which is N i > l −3d ∼ 1011 cm−3, orders of magnitude higher than
our measured seed ion counts. Under our conditions, the time to
saturation is non-deterministic: it depends on where, statistically,
single seeds are located in the laser focal volume.

We can, however, use a 0D model to provide the local electron
density growth rate and electron temperature and apply it to the

breakdown proceeding from a single discrete seed electron. We
use the 0D avalanche model presented in our prior work, which
adiabatically follows the laser intensity (see Supplement 1), but
have updated it to include corrections to loss rates and the colli-
sional ionization rate at high electron temperatures [44,45]. Using
these growth rates, we then track the local density used in a sim-
ulation of a single electron seed by dividing the number of elec-
trons by an effective volume 4

3 πl
3
d , where l d transitions to an

ambipolar diffusion scale length once the plasma Debye length
is equal to the electron diffusion length [28,43].

The breakdown onset time for a seed electron exposed to a
given peak intensity is taken to be the time when the electron
density reaches ∼1018 cm−3, which corresponds to the experi-
mental breakdown detection threshold (see Supplement 1).
The resulting time advance (the difference between the break-
down time and the end of the pulse) for a range of local peak
intensities is shown in Fig. 5(a) for a third-order super-
Gaussian pulse with FWHM duration of 50 ps, which matches
the measured temporal profile of our pulse. The simulation curve
in Fig. 5(a) predicts a breakdown onset intensity threshold
∼1.6 TW∕cm2, which agrees well with the experimental thresh-
old of ∼1.5 TW∕cm2 for observing backscatter. Maximum time

Fig. 5. Results from numerical simulations. (a) Simulated breakdown
time advance (as determined by reaching a threshold electron density
of 1018 cm−3 ) for single electrons exposed to a super-Gaussian temporal
pulse for a given local peak intensity. Below the threshold of
∼1.6 TW∕cm2, the model predicts no detectable breakdown.
Maximum time advance versus intensity is also plotted for current ex-
perimental data. (b) Statistical breakdown time advance modeled for
two focal volumes for peak intensity 2.25 TW∕cm2 as a function of seed
density. Each point shows the mean expected breakdown time and
spread, calculated (separately) as the standard deviation for values above
and below the mean. For the larger focal spot (f ∕33), the volume above
the breakdown threshold [Eq. (1)] becomes larger, providing sensitivity
to a lower seed density.
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advances observed in the experiment are also plotted, and show
reasonable agreement with simulations.

B. Statistical Determination of Breakdown Onset Time

While our repurposed 0D model predicts the breakdown time
advance initiated by a seed electron exposed to a given intensity,
the distribution of seed electrons in a region of spatially varying
intensity introduces a statistical spread in the onsets of local break-
downs. For a seed electron density N i, the average number of seed
electrons in this breakdown volume is n � N iV th, where V th is
the breakdown volume in Eq. (1). For n ≪ 1, there will rarely be
a breakdown, while for n ≫ 1, there is a high probability of find-
ing an electron in the region of highest intensity, leading to a near-
deterministic breakdown time advance corresponding to the peak
intensity. For intermediate densities, a range of breakdown times
will be observed for random placement of the ions in the laser
focal volume at a range of local intensities. The Poisson proba-
bility that a given intensity I will determine the time advance
is P�I� � e−n 0 �1 − e−δn�, where δn � N iδV is the average num-
ber of seed electrons in a volume element δV corresponding to
intensity I, and n 0 � N iV 0, where V 0 is the volume correspond-
ing to higher intensity I 0 > I [21]. A calculation incorporating
these probabilities is presented in Fig. 5(b), which tracks the mean
value of breakdown time advance for different focal volumes as
seed density is increased (at constant peak intensity of
2.25 TW∕cm2). Error bars are given by the standard deviation
above and below the mean. It is seen that increasing the
f ∕number (and focal volume) shifts the sensitivity to lower seed
densities, and that at high seed densities, the time advance satu-
rates to the values predicted in Fig. 5(a). The simulation results
are in good quantitative agreement with our present experiment
(f ∕33 focusing, or 3 cm beam focused at 1 m): at 2.5 cm from
the source where we measured a seed density 2��2

−1 � × 105 cm−3

through imaging, we measured a time advance (for 2.25 TW∕cm2)
ranging from 19–22 ps [range of standard deviation error bars in
Fig. 3(d)], matching the range generated through simulations
(18–23 ps at a seed density of 1.7 × 105 cm−3 ). At d s−f � 4 cm
(seed density ∼104 cm−3), we measured a time advance of 6–15 ps,
compared with a simulated time advance of 0.5–10 ps.

The agreement between simulations and experiment, par-
ticularly with the benchmarking provided by imaging individ-
ual breakdown sites, provides confidence that our detection
method can accurately assess low ion concentrations through
measurements of the avalanche time advance. Since the time
advance is inherently statistical, many shots are required to as-
sess the ion concentration with the backscatter diagnostic (as
opposed to imaging, which provides direct single-shot density
measurements).

4. CONSIDERATIONS FOR FURTHER
APPLICATION

A. Radiation Detection at Standoff Distances
10–100 m

Based on the results of the present experiment, any laser focal
geometry used for remote detection at range will require peak
intensities above the threshold of 1.5 TW∕cm2. Breakdowns
leading to a backscatter signal with SNR >10 require higher
intensities ∼1.6–1.8 TW∕cm2. For example, detection at a range
of 100 m using a λ � 3.9 μm, 50 ps pulse would require focusing

of ∼75 mJ at f ∕100 by a 1 m diameter optic. This would probe a
focal volume ∼10−3 cm3, providing sensitivity to seed ion den-
sities ∼103 − 104 cm−3 (with statistical variations in time advance
below 104 cm−3 and saturation above it). This energy estimate, as
well as the threshold intensity measured, is ∼2 times higher than
the value reported in our previous work [21] due to an uncor-
rected saturation in the mid-IR camera (FLIR InSb array), which
led to inaccurate focal spot measurements in that experiment.

While this scaling is in principle straightforward, propagation
and focusing over tens of meters is complicated by turbulence and
nonlinear propagation. While the present experiment could
readily be extended to distances of ∼10 m, longer distances would
require addressing these issues. We note that delivering intense
pulses at range through realistic atmospheric conditions is an ac-
tive area of theoretical research [46], and that a recent experiment
has demonstrated long-range propagation by self-channeling
through turbulence and linear compensation of initial pulse
chirp [47,48].

Also, as noted above, 2%–3% of all shots exhibited very
bright, early breakdowns with large values of time advance, un-
correlated with the radioactive source or the driving intensity.
This behavior is consistent with dust-initiated avalanches, which
have a reduced breakdown threshold and start at high local den-
sity. While these breakdowns would be an important considera-
tion in the field, it is easy to filter them from the data owing to
their large time advance (30–40 ps) and high relative backscatter
energy compared to O−

2 ion-seeded breakdowns (10–20 ps time
advance). However, in a detection environment that includes
enough dust and aerosols to seed such early breakdowns on every
shot, additional filtering of the data would be required. One pos-
sibility would be to combine information from multiple detection
channels (backscatter time, total backscatter amount, visible
plasma imaging to determine seed distribution) to further con-
strain data processing.

While increasing the focal volume at a fixed seed density in-
creases the number of breakdown sites, the laser pulse repetition
rate can be severely limited by the much longer diffusion time of
long-lived breakdown products out of larger focal volumes,
lengthening the time required for air to return to equilibrium con-
ditions. The presence in the focal volume of seed ions produced
not by the radioactive source, but by the prior laser pulse, is to be
avoided. This issue will become more pronounced at standoff
distances where focal volumes might increase by a few orders
of magnitude. However, in a remote detection environment, this
self-seeding effect might be avoided by dynamically sweeping the
focal position.

Although, for the experiment results presented in this paper,
we used an f ∕80 lens to collect backscattered mid-IR spectra, we
still observed a detectable signal when this lens was removed
(>f ∕1000 effective collection set by the spectrometer entrance
slit), albeit with a much lower SNR (SNR < ∼10). While this
configuration would be ready for use at range with our current
laser energy and pulse duration, it would depend more sensitively
on the absolute backscatter.

Increasing the laser focusing beyond f ∕100 quickly leads to a
very large focal volume due to its characteristic w4

0 scaling, and,
correspondingly, sensitivity is degraded, as the focal volume will
always contain many seed ions even at background conditions
(negative ion densities of ∼102 − 103 cm−3 ). Providing the seed
ion density exceeds background levels, maintaining sensitivity
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requires either decreasing the effective volume probed or decreas-
ing the number of ions from which seed electrons are liberated.
The first scenario could be achieved by using a longer wavelength
laser, such that higher-order MPI from negative ions effectively
shrinks the probed volume. In the second scheme, a separate,
low-power near-IR beam is focused to a smaller focal volume
to pre-ionize only a portion of the negative ions [20], after which
a long-wavelength pulse drives an avalanche.

In the present experiment, we inferred time advances using a
limited spectral range (λ � 3.6–3.8 μm), even though the spec-
trometer had considerably more resolving power. Temporal
resolution of the breakdown in an integrated system could be in-
creased by matching the spectral range of the spectrometer to the
expected time advance, or adjusting the chirp of the beam to
increase the variation in wavelength over the time interval of
interest.

B. Measurements of Extremely Low Charge Densities

In the present paper, we have demonstrated direct measurement
of an extremely low density (105 cm−3 and below) of a specific
charged species, O−

2, and possibly other ions produced through
subsequent air chemistry. This capability is a large improvement
over other methods, such as microwave and optical diagnostics
[29,30] and plasma conductivity measurements [31], which
are limited to much higher charge densities (> ∼ 1010 cm−3),
often require large volumes or integration lengths, and are diffi-
cult to absolutely calibrate. While other charged particle diagnos-
tics (such as the Gerdien ion counter used above) are able to
detect small numbers of particles, they cannot easily distinguish
different species, and they lack time and space resolution.

For higher seed ion densities where single seed-initiated
avalanches are not resolvable, it may still be possible to determine
a wide range of seed densities by observing the time advance. For a
low number of seeds per volume, the time advance will be stat-
istical, and the density can be inferred from simulations as in
Fig. 5(b). As the seed density is further increased, the time
advance will further increase as the high initial density of seed
electrons within a single diffusion volume decreases the required
growth to achieve saturation [19,20]. While this approach re-
quires using simulations to infer the density correlated with a
measured avalanche time advance, the excellent agreement
between our measurements and simulations gives us confidence
that we can rely on the calculated growth rates.

5. CONCLUSION

We have demonstrated laser-induced avalanche detection of a ra-
dioactive source in true standoff geometry, where the three remote
detection channels rely only on backscattering or plasma emis-
sion. Of the three demonstrated detection channels, we found
that the breakdown time advance diagnostic—which depends
on single-shot spectrally resolved measurements of chirped pulse
backscatter—gave the most precise measure of the radiation
environment, and was also immune to pump laser scattering
by multiple breakdown plasma sites.

We have also demonstrated that direct imaging of the laser
breakdown volume, which enables counting of the individual
breakdown plasma sites and measuring their sizes, is a very power-
ful benchmark for assessing the fidelity of the three remote de-
tection channels. The direct imaging measurement also makes

possible the absolute determination of extremely low-charge
densities, a technique of interest to a wide range of applications.
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